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Unit 8 (Growth Function) 

1. Asymptotic notations: θ , O, Ω , o,ω notations and their properties 

Asymptotic Analysis of algorithms (Growth of function)  

Resources for an algorithm are usually expressed as a function regarding input. Often this function is messy and 

complicated to work. To study Function growth efficiently, we reduce the function down to the important part. 

  Let f (n) = an2+bn+c 

In this function, the n2 term dominates the function that is when n gets sufficiently large. 

Dominate terms are what we are interested in reducing a function, in this; we ignore all constants and 

coefficient and look at the highest order term concerning n. 

Asymptotic notation: 

The word Asymptotic means approaching a value or curve arbitrarily closely (i.e., as some sort of limit is 

taken).  

1<logn<√n<n<nlogn<n^2<n^3<…..2^n<3^n<…..<n^n 

Asymptotic notations:  

1. O(Big-Oh) – upper bound 

2. Ω(Big-Omega)- lower bound 

3. θ(theta)  - average/tightly bound 

4. o(small-oh) 

5. ω(small-omega) notations 

Asymptotic analysis 

It is a technique of representing limiting behavior. The methodology has the applications across science. It can 

be used to analyze the performance of an algorithm for some large data set.  

1. In computer science in the analysis of algorithms, considering the performance of algorithms when applied to 

very large input datasets  
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The simplest example is a function ƒ (n) = n2+3n, the term 3n becomes insignificant compared to n2 when n is 

very large. The function "ƒ (n) is said to be asymptotically equivalent to n2 as n → ∞", and here is written 

symbolically as ƒ (n) ~ n2. 

Asymptotic notations are used to write fastest and slowest possible running time for an algorithm. These are 

also referred to as 'best case' and 'worst case' scenarios respectively.  

"In asymptotic notations, we derive the complexity concerning the size of the input. (Example in terms of n)" 

"These notations are important because without expanding the cost of running the algorithm, we can estimate 

the complexity of the algorithms." 

Why is Asymptotic Notation Important? 

1. They give simple characteristics of an algorithm's efficiency. 

2. They allow the comparisons of the performances of various algorithms. 
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